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The ATLAS Hadronic Tile Calorimeter (TileCal)

DPF2017 @ Fermilab | ATLAS TileCal | Joakim Olsson (UChicago)

‣ Hadronic non-compensating sampling calorimeter 
• Composed of steel absorbers and ~500,000 scintillating tiles 
• Read out via fibers coupled to ~10,000 photo-multiplier tubes (PMTs) 
• 2 PMTs per cell ~ 5000 cells 

‣ TileCal (together with the LAr EM calorimeter) is crucial for 
measuring energy and direction of hadrons
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Structure of the hadronic “TileCal” calorimeter
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Detector calibration and response
Front-end electronics and power
Gap/crack cells, MBTS, D-cells for muon trigger
Data quality preparations for Run 2
Upgrade activities
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ATLAS TileCal mechanical structure
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TileCal cells
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Figure 5.12: Segmentation in depth and ⇥ of the tile-calorimeter modules in the central (left)
and extended (right) barrels. The bottom of the picture corresponds to the inner radius of the tile
calorimeter. The tile calorimeter is symmetric about the interaction point at the origin.

Figure 5.13: Glued fibre bundle in girder insertion tube (left) and fibre routing (right) for tile-
calorimeter module.

shown in figure 5.13. These tubes are then fixed into the girder plastic rings mentioned above, to
obtain a precise match to the position of the photomultipliers. The tubes and fibres are then cut
and polished inside the girder to give the optical interface to the PMT. This interface requires that
these fibres be physically present at the time of module instrumentation. However, the gap and
crack scintillators described in section 5.5 are mounted only following calorimeter assembly in the
cavern. An optical connector is used, therefore, to couple the light from their readout fibres to the
already glued and polished optical fibres which penetrate the girder.

Quality-control checks have been made at several moments during the instrumentation pro-
cess: during fibre bundling and routing, during fibre gluing, cutting and polishing, during tile-fibre
optical coupling when the tile was excited by either a blue LED or a 137Cs �-source. Tile-fibre pairs
with a response below 75% of the average response of the tile row for the cell under consideration
were repaired in most cases (typically by re-insertion of the plastic channel to improve tile-fibre
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‣ One long-barrel and two extended barrels 
‣ Covering |η| < 1.7 and 0 < |φ| < 2π 

‣ Three radial layers (7.4λint) for reconstruction of longitudinal showers  
‣ Granularity: |η| x |φ| = 0.1 x 0.1 (0.2 x 0.1 in the D-layer) 
‣ Designed resolution:

“A”-cells

“BC”-cells

“D”-cells2017 JINST 12 C06021
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1 Introduction

ATLAS [1] is the multipurpose detector at the Large Hadron Collider (LHC). It was designed for
a large variety of high energy physics studies both in the Standard Model and beyond. It consists
of internal tracker, electromagnetic and hadronic calorimeters, and external muon spectrometer.
The Hadronic Tile Calorimeter (TileCal) [2] is the central detector for the measurements of single
hadrons, jets, ⌧-particles and missing transverse energy. The designed energy resolution of the
TileCal for single pions is �/E = 50%/

p
E/GeV � 3% and the energy response linearity is within

2% for jets up to 4 TeV. TileCal is operating under the high luminosity conditions provided by
the LHC and the increase of the luminosity is foreseen, thus a high performance of the energy
reconstruction and calibration is essential to maintain the design requirements.

2 Tile Calorimeter

TileCal is the sampling detector made of alternating layers of plastic scintillators and steel absorbers
with a ratio of steel to scintillator of 4.7 to 1. TileCal consists of one central Long Barrel (LB)
and two Extended Barrels (EB) cylinders covering |⌘ | < 1.7 and 0 < � < 2⇡ respectively. Each
barrel is segmented into 64 wedge-shaped azimuthal modules. The readout is organised from three
radial layers (A, BC and D layers) from center to the outermost edge. Each layer is segmented
into three-dimensional cells providing a granularity �⌘ ⇥ �� = 0.1 ⇥ 0.1 in layers A and BC and
�⌘ ⇥ �� = 0.2 ⇥ 0.1 in D layer. Gap and Crack layers (E layers) between barrels are made entirely
of scintillators. The total number of TileCal cells is 5182. The layout representing TileCal structure
within 0 < ⌘ < 1.7 is shown in figure 1 (left). The total TileCal thickness in terms of interaction
lengths is 7.4� at ⌘ = 0.

The signal from each cell is routed by the wavelength shifting fibers (WLS) to two photo-
multipliers (PMT) providing a redundancy of the signal read out. In the case of Gap and Crack

– 1 –

�/E =
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Excellent performance of the LHC and ATLAS

DPF2017 @ Fermilab | ATLAS TileCal | Joakim Olsson (UChicago)

ATLAS Recored 
Luminosity

2015 3.9 fb-1

2016 35.6 fb-1

2017  
(so far) 10.1 fb-1

Total 49.6 fb-1
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calibration was taken every day and the scintillator equalisation was performed using the minimum
bias events for all cells. The ratio of the average response of the cell A13 over the cell D6 during
the 2016 operations is presented in figure 2 (right). The red vertical line shows the last available Cs
scan measurement. Blue markers are showing response measured with the laser calibration system.
The green markers depicts the response measured with minimum bias events. The total delivered
luminosity is shown with the grey color. The di�erence between the response measured with the
laser system and minimum bias events is due to scintillator irradiation. In the case of cell A13 it
reached up to 3% at the end of 2016 data taking.

5 Performance of the Tile Calorimeter

The performance of TileCal is monitored online during the data taking. Additional detailed o�ine
monitoring is performed within two days after the stable run and the calibration constants are
tuned if needed. The cells or readout channels with severe problems that can a�ect the physics
measurements are masked to be excluded from the physics analysis. The evolution of masked cells
in TileCal from the beginning of ATLAS operations in 2010 is shown in figure 3 (left). The shaded
regions correspond to maintenance periods, when the front-end electronics could be accessed and
repaired. The TileCal has shown the best performance in the 2016 with less than 1% of non-
operational cells at the end of collision period. The large number of masked cells in 2011 and 2012
is due to the failures of low voltage power supplies (LVPS), which provides power to the front end
electronics of the modules. The LVPS were replaced by the end of 2015 increasing the stability
of TileCal electronics. The 1% of masked cells in 2016 is mostly due to two modules as shown in
⌘-� map of the TileCal masked cell at the 9th of September (see figure 3 (right)). One module was
excluded due to the water leak found in the cooling system and another due to the readout problems.
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Figure 3. The percentage of masked cells and channels as the function of time from December 2010
to September 2016 (left). The shaded regions correspond to maintenance periods, when the front-end
electronics could be accessed and repaired. The ⌘-�map of the TileCal masked cells at the 9th of September
(right). Reproduced from [4]. CC BY 4.0.

The measurement of the noise is essential for the energy reconstruction of physics objects
using the TileCal. The noise in TileCal consists of two components: electronics and pile-up
noise. Electronics noise is defined as the width of the gaussian fit to the reconstructed cell energy
distributions and obtained in special runs without collisions. Pile-up e�ects contribute to the
widening of the cell energy distribution. It increases with the average number of interactions per
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Percentage of masked cells and channels 
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2015-2016 @ 13 TeV

‣ Cells or channels (TileCal has 2 channels per cell for redundancy) with severe 
problems that can affect physics data quality are masked to be excluded from 
physics analysis  

‣ TileCal show best performance in 2016 with < 1 % of cells masked at the 
end of the collision period 

• The 1% of masked cells in 2016 were mostly due to two problematic modules 
• The large number of masked cells in 2011 and 2012 were due to failures in the low voltage 

power supplies which powers the front-end electronics

2010-11 @ 8 TeV

2012 @ 8 TeV

Source: 2017 JINST 12 C06021

http://iopscience.iop.org/journal/1748-0221/page/extraproc64
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bunch crossing, hµi, while electronics noise is approximately independent on hµi. The energy
distributions measured in

p
s = 13 TeV data, using events selected by the random trigger, and

minimum bias Monte Carlo simulation in a given cell of TileCal layer A at hµi = 20 and hµi = 30
are presented in figure 4 (left). A lack of Monte Carlo modeling is observed at low and negative
energies, but the agreement with data is good for the energies above 200 MeV.

The increase of the total noise, defined as the standard deviation of the cell energy distribution,
as the function of hµi is shown in figure 4 (right).
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Figure 4. Energy distributions measured in cell A12 in data (markers) and in Monte Carlo simulation (lines)
at hµi = 20 (blue) and hµi = 30 (red) (left). Total noise measured in TileCal cells A5, BC5 and D2 in data
(closed markers) and Monte Carlo simulation (open markers) as the function of hµi (right). Reproduced
from [4]. CC BY 4.0.

The electromagnetic scale of the TileCal as well as its linearity and uniformity are established
in-situ using isolated hadrons, muons produced in collisions and cosmic ray muons.

The energy deposited by isolated charged hadrons measured in the TileCal at electromagnetic
scale, divided by the momentum of their track reconstructed in the inner detector, E/p, is used to
validate the TileCal response. A signal compatible with a minimum ionizing particle in the elec-
tromagnetic calorimeter was required to avoid any bias of the TileCal response due to interactions
in upstream material. The mean E/p as the function of track momentum is measured in data and in
Monte Carlo simulation at

p
s = 13 TeV and is presented in figure 5 (left). The agreement between

data and Monte Carlo modeling within 5% is observed.
The isolated muons, coming from W ! µ⌫ process produced in collisions, provide the

information on the detector cells intercalibration, since the interaction of muons with detector is
well understood and the prediction of their response is reliable. The large sample of proton-proton
collisions collected during 2012 ATLAS data taking with

p
s = 8 TeV was analysed. The ratio

between the energy deposited in a cell and the path performed by the muon in the cell, dE/dx, as
a function of ⌘ is shown in figure 5 (right). The response uniformity across ⌘ is within 3% for cell
energies measured in TileCal layer A.

In addition, the dE/dx studies were performed using cosmic ray muons and muons coming
from beam halo showing the uniformity of the energy across � within 2% and across ⌘ within
1% (3%) in Long Barrel (Extended Barrel).
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Measurement of TileCal noise
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‣ Noise measurements are essential for the energy reconstruction of physics objects 
‣ Two components: electronics and pile-up noise 

• Electronics noise: Gaussian fit to reconstructed cell energy in special runs without collisions  
• Pile-up effects contribute to the widening of the energy distribution 

‣ Pile-up noise increases with <µ> 
‣ Electronics noise is roughly independent of <µ>

Source: 2017 JINST 12 C06021

http://iopscience.iop.org/journal/1748-0221/page/extraproc64
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TileCal response to single hadrons (E/p)
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‣ What is E/p? 
• Momentum from isolated charged hadrons (tracks) from the inner detector 
• Extrapolate tracks to the calorimeter and sum energy in a cone to form E/p 
• E/p < 1 due to sampling and non-compensating nature of calorimeter 

‣ Why E/p? 
• Validation of hadronic shower modeling and detector geometry 
• Important input to jet energy scale (JES) uncertainty

Ecells,clusters

ptrack

Source: https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ApprovedPlotsTileSingleParticleResponse
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Measured average E/p response in TileCal
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‣ Selections to reject background 
• Charged hadrons: No other tracks allowed within a cone of ∆R < 0.4 of selected track 
• Neutral hadrons: Energy in EM calo compatible with minimum ionizing particle  
• Muons: Require a 70% of the energy to be deposited in TileCal 

‣ Good agreement between Data and MC
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Measured average E/p response in TileCal
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hE/pi vs. p
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Multiple pp collisions per bunch crossing (pile-up)

hµi = 13.7
2015:
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Motivation for upgrade
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ATLAS Phase-II Upgrade
Tile Calorimeter System

Initial Design Review
Draft 0.1, April 12, 2017 13:50

1 Introduction112

The upgrade of the Large Hadron Collider (LHC) to the High-Luminosity LHC (HL-LHC)113

[1.1] will provide an invaluable opportunities to explore the physics beyond the Standard114

Model, to study in details the electroweak symmetry breaking mechanism and for precise115

measurements of the properties of recently discovered Higgs boson. The LHC was designed116

to deliver proton-proton collisions at a centre-of-mass energy of 14 TeV and a luminosity117

of 1 ⇥ 1034 cm�2s�1. In order to fully exploit its physics potential a successive upgrade to
7.5⇥ 1034 cm�2s�1 is planned.118

2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028+
 Run 2!  LS2!  Run 3!  LS3!  Run 4 +!

Figure 1: LHC schedule.
=======

In 2019 and 2020, during the Long Shutdown 2 (LS2), the injectors will be upgraded to
allow the LHC to deliver a luminosity of 2⇥ 1034 cm�2s�1. Later in the years 2024 to 2026,119

during Long Shutdown 3 (LS3) the interaction region will be upgraded by the installation120

of new elements including new focussing magnets and crab cavities. The increase of the121

luminosity by almost an order of magnitude will lead to an increase of particle fluxes requiring122

major upgrade of the LHC experiments. These conditions require a complete replacement123

of the tracking system of ATLAS and present significant challenges to the operation and
performance of the other sub-detectors and the trigger system [1.1].124

The high number of collisions per crossing (up to 200 pile-up events) will degrade the
performance of ATLAS unless the Calorimeter and the Muon Spectrometer readout are up-125

graded. A new trigger architecture is needed to improve the event selections and exploit at
the best the detector readout upgrades.126

This document summarizes the plans for the upgrade of the ATLAS Tile Calorimeter for
the operation at the HL-LHC.127

Figure 2: Drawing of the ATLAS Tile and Liquid Argon Calorimeters.

The Tile Calorimeter [1.2] (TileCal) is the central section of the hadronic calorimeter of

1

HL-LHC

‣ High-Luminosity LHC (HL-LHC) ~ mid 2026 
• Extend the discovery potential and take full advantage of the LHC 

• 10x the integrated luminosity (4000 fb-1) of LHC runs 1-3, combined 
‣ Detector components do not need to be replaced 

• Steel absorbers, scintillating tiles, and wavelength shifting fibers will survive 
• May need to replace PMTs in high occupancy regions  

(PMT lifetime studies ongoing) 
‣ Readout electronics must be replaced  

1. Current TileCal readout is not compatible with the planned fully digital  
ATLAS HL-LHC readout and trigger architecture 

2. Degradation (and aging) of electronics due to radiation (and time) 
3. Improved reliability through redundancy and simplicity 
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4.4 The 3in1 Option765

4.4.1 The Current 3-in-1 System766

The "3in1" version of the Phase-2 front-end card and Main Board is based on the current767

system [4.9] that utilizes discrete commercial off-the-shelf (COTS) components. The front-end768

electronics of TileCal at the LHC Run 1 is based on a 3-in-1 card having a shaper, bi-gain769

clamping amplifiers and slow integrator [4.10]. The 3in1 circuit shapes the PMT pulse with770

a 50 ns (FWHM) time constant. In the current system, the required 16 bit dynamic range771

was achieved using two gains (factor of 64) into 10 bit ADCs located on the motherboard.772

The digitized data for an entire superdrawer is buffered and sent to the back-end only if a773

Level-1 trigger-accept is received based on analog sums of the TileCal trigger towers. The774

analog trigger is sent over copper to trigger processors over 90 meters away, thereby picking775

up electronic noise equivalent to 350 MeV. A schematic of the current system is shown in
Figure 41.776

Figure 41: Current Tile front-end schematic.

4.4.2 The Phase-2 Architecture777

The redesigned 3in1 front-end electronics for Phase-2 addresses the following requirements:778

• Dynamic range. The signals in individual Tile cells range from 220 MeV minimum
ionization to 1.3 TeV for energetic jets. The 1.3 TeV signal corresponds to 800 pC from779

the PMT, which saturates the low-gain ADC channel. The high-gain ADC channel is780

amplified by a factor of 32 relative to the low-gain channel. By using 12-bit ADC’s781

(located on the MB), a 17-bit dynamic range is achieved, giving a muon high-gain signal
of 10-35 ADC counts, depending on the trajectory through a cell.782

• Minimum bias current. The PMT current is also monitored continuously by a third
amplifier channel, integrated and read out by a 16-bit SAR ADC. This is useful for both
calibration of the cells using a Cs137 source as well as monitoring of luminosity.783

• Charge Injection calibration (CIS). Each channel is continuously calibrated using charge-
injection. Achieved linearity is 0.3% and equivalent energy resolution is less than 0.1%784

• Radiation tolerance. The electronics must be capable of recovery from latchups and
other consequences of single-event upsets.785

The proposed Phase-2 3in1 system [4.11] is shown in Figure 42. The figure is actually
that for a demonstrator unit that includes a backwards compatible analog tower trigger signal786

that would not be present for Phase-2. In order to meet a target 17 bit dynamic range, two787

amplifier channels are used with a mutual attenuation factor of 32. These signals are fed into788

12-bit/40Msps ADCs on the Main Board (MB). The gains are adjusted so that a Tile cell energy789

of approximately 1 TeV corresponds to a charge of 800 pC from the PMT, and this generates790

4.4 The 3in1 Option 39
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The new readout architecture

DPF2017 @ Fermilab | ATLAS TileCal | Joakim Olsson (UChicago)

‣ All digital data is transmitted off-detector at 40 MHz 
• Present system designed to output digital data at the maximum rate of 100 kHz 

‣ The data is pipelined and processed in the off-detector Pre-Processor (PPr)

Improved reliability through redundancy and simplicity 

New readout architecture 

Current readout architecture 



Digitization of the PMT signals 

� Processing of PMT pulses is a major challenge because the pulses are 
short and subject to photo-statistical fluctuations. 

� For each pulse we need to obtain time and total charge. The total charge 
is proportional to the number of photo-electrons and, therefore, to the 
energy deposited in the corresponding TileCal cell. 

4 

A PMT pulse 
from TileCal 

Time in [ns] 

Pulse time 

Total charge = 

 𝐼𝑑𝑡 

� We have developed three front-
end technologies to process 
PMT signals: 

1. “3-in-1” 
2. FATALIC 
3. QIE 
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Digitization of the PMT signals

AW CERN June 22, 2017 | Tile Phase-II Upgrade | Joakim Olsson (UChicago)

‣ Need to measure time and total charge for 
each PMT pulse  

‣ Challenge: pulses are short and subject to 
photo-statistical fluctuations 

‣ Digitization of PMT pulse is done by a 
dedicated front-end board

Three different front-end technologies have been tested
Upgraded “3-in-1” (discrete) QIE (ASIC) FATALIC (ASIC)

11 

� The PMT current is integrated in a bank of 
capacitors.  

� The capacitors are time-multiplexed for 
deadtimeless operation at 40 MHz. 

� The current splitter is used to achieve the 
required dynamic range (>17 bits). 

� The QIE12 ASIC is designed to be radiation 
tolerant and tailored for TileCal. 

� All the signal processing (integration and 
digitization) is done in the front-end boards. 

� QIE main boards have mostly point-to-point 
signal connections and power distribution.   
 

3: The QIE signal processing 
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Figure 43: Photograph of 3-in-1 card designed for the demonstrator.

Figure 44: Functionality of 3in1 card for Phase-2.

and PMT gains. It is also used to monitor the average PMT current and instantaneous lumi-820

nosity during proton-proton collisions, and it helps monitor degradation of scintillators in821

the high radiation areas. The other on-board functional circuitries include the precise charge822

injection for both fast and slow signal processing chains, and integrator gain configuration, as
well as 3-in-1 card control communication interfaces.823

The 7-pole passive LC shaper has a bandwidth of 12.5 MHz at -3dB and with an effective
bandwidth roll-off slightly greater than -100 dB per decade in the first Nyquist zone and -824

140dB per decade in the second zone. Since the analog bandwidth has such fast roll-off, the825

noise power from higher order Nyquist zones can be ignored. This design boosts the system
signal-to-noise ratio (SNR). Figure 46 shows the shaper analog bandwidth roll-off.826

4.4 The 3in1 Option 41

2: The FATALIC signal processing 

� A new technology for TileCal.  
� Implemented as an application-specific 

integrated circuit (ASIC). 
� FATALIC = Front-end ATLas TIle Circuit. 
� The circuitry is different from 3-in-1.  
� The FATALIC approach also uses shaping like 

the 3-in-1 but the pulse shape is different. 
Digitization is done inside the chip. 
 

8 

FATALIC 

Digitized shaped pulse 
Pulse shaper Charge integrator Pulse shaper

Image source: A. Paramonov 
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Status of the upgrade electronics

DPF2017 @ Fermilab | ATLAS TileCal | Joakim Olsson (UChicago)

‣ Front-end (on-detector) electronics 
• Three different front-end technologies have been evaluated; 

upgraded 3-in-1, QIE, and FATALIC 
• A decision was recently made to proceed with the upgraded 3-in-1 
• Evaluating new version of the high-speed communications board 
• Testing new low voltage power supply (LVPS) — redundant 10V 

local point of load regulators at the front-end  
• Evaluating two options for HV; remote and local 

‣ Back-end (off-detector) electronics 
• Tile Pre-Processor (TilePPr),Trigger and Data Acquisition interface 

(TDAQi), and FELIX (readout of the TilePPr) under design and 
prototyped  

• TilePPr demonstrator already being used in test beams



LEGACY electronicsDemonstrator (3-in-1)LEGACY electronics

LEGACY electronics

QIE & FATALIC
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TileCal test beam program in 2017

UChicago ATLAS Weekly Group Meeting (July 10, 2017) | Joakim Olsson

‣ Main goal: validation of the upgrade electronics 
• Test the reliability of the whole system 
• Study the performance of different front-end technologies 
• Test two different systems for HV supply; local and remote 

‣ Additional goal: calorimeter measurements of µ, e, π±, K±

June 16-28 and September 6-20, 2017
Previously in June 2016, September 2016, and October 2015

Beam
Demonstra

tor
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Test beam setup at CERN

Wrap up of June 2017 Test Beam activities | Joakim Olsson & Doug Schaefer (UChicago)

3 Cherenkov counters
Separate p/K/π/e for 


beam energy < 50 GeV

2 trigger scintillators (S1 & S2)
Trigger on the coincidence

2 wire chambers
Measure beam impact 


point on TileCal modules

Muon hodoscope
Measure the pass-

through of muons 

TileCal modules
Legacy electronics; 


3-in-1 demonstrator;

QIE and FATALIC demonstrator
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Test beam setup at CERN

Wrap up of June 2017 Test Beam activities | Joakim Olsson & Doug Schaefer (UChicago)

LEGACY electronics

LEGACY electronics
Demonstrator (3-in-1)

Beam

Beam

Beam

LEGACY electronicsDemonstrator (3-in-1)LEGACY electronics

LEGACY electronics

QIE & FATALIC

Wire chamber

Muon
 hodoscope



20

Test beam control room

Wrap up of June 2017 Test Beam activities | Joakim Olsson & Doug Schaefer (UChicago)

Upgrade 
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Results (3-in-1): 100 GeV mix of µ, e, and hadrons

DPF2017 @ Fermilab | ATLAS TileCal | Joakim Olsson (UChicago)

The response to 100 
GeV electrons is 
~1.05 pC/GeV, as 

expected 

Data collected with the 3-in-1 demo during the test 
beam in Oct-Nov 2016 test beam

Source: https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ApprovedPlotsTileTestBeamResults

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ApprovedPlotsTileTestBeamResults
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Results: 100 GeV muons

DPF2017 @ Fermilab | ATLAS TileCal | Joakim Olsson (UChicago)

2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
3

500 1000 1500 mm0

A3 A4 A5 A6 A7 A8 A9 A10A1 A2

BC1 BC2 BC3 BC5 BC6 BC7 BC8BC4

D0 D1 D2 D3

A13 A14 A15 A16

B9

B12 B14 B15

D5 D6

D4

C10

0,7 1,0 1,1

1,3

1,4

1,5

1,6

B11 B13

A12

E4

E3

E2

E1

beam axis

0,1 0,2 0,3 0,4 0,5 0,6 0,8 0,9 1,2

2280 mm

3865 mm
=0,0!

~~

Figure 5.12: Segmentation in depth and ⇥ of the tile-calorimeter modules in the central (left)
and extended (right) barrels. The bottom of the picture corresponds to the inner radius of the tile
calorimeter. The tile calorimeter is symmetric about the interaction point at the origin.

Figure 5.13: Glued fibre bundle in girder insertion tube (left) and fibre routing (right) for tile-
calorimeter module.

shown in figure 5.13. These tubes are then fixed into the girder plastic rings mentioned above, to
obtain a precise match to the position of the photomultipliers. The tubes and fibres are then cut
and polished inside the girder to give the optical interface to the PMT. This interface requires that
these fibres be physically present at the time of module instrumentation. However, the gap and
crack scintillators described in section 5.5 are mounted only following calorimeter assembly in the
cavern. An optical connector is used, therefore, to couple the light from their readout fibres to the
already glued and polished optical fibres which penetrate the girder.

Quality-control checks have been made at several moments during the instrumentation pro-
cess: during fibre bundling and routing, during fibre gluing, cutting and polishing, during tile-fibre
optical coupling when the tile was excited by either a blue LED or a 137Cs �-source. Tile-fibre pairs
with a response below 75% of the average response of the tile row for the cell under consideration
were repaired in most cases (typically by re-insertion of the plastic channel to improve tile-fibre

– 125 –
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ApprovedPlotsTileTestBeamResults


23

Conclusions

DPF2017 @ Fermilab | ATLAS TileCal | Joakim Olsson (UChicago)

‣ TileCal is performing well at 13 TeV 
• Results of the calorimeter response to single hadrons (E/p) at 13 TeV 

were presented 

‣ All TileCal readout electronics to be replaced for the high 
luminosity LHC upgrade 
• Necessary for TileCal to be compatible with the new digital ATLAS 

readout and trigger architecture 

‣ Status of the upgrade  
• A decision was recently made to proceed with the “upgraded 3-in-1” 

front-end electronics option 
• Tile backend electronics under design and prototyped 

‣ Goals of the test beam program 
• Evaluate the performance of the upgrade electronics 
• Measurements of electrons, muons, and low energy hadrons 
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Huge thanks to the ATLAS TileCal team :)

DPF2017 @ Fermilab | ATLAS TileCal | Joakim Olsson (UChicago)



Thanks for your 
attention!



Backup material



27

The ATLAS Experiment

DPF2017 @ Fermilab | ATLAS TileCal | Joakim Olsson (UChicago)
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The ATLAS Experiment

DPF2017 @ Fermilab | ATLAS TileCal | Joakim Olsson (UChicago)
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TileCal readout

DPF2017 @ Fermilab | ATLAS TileCal | Joakim Olsson (UChicago)
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Figure 5.12: Segmentation in depth and ⇥ of the tile-calorimeter modules in the central (left)
and extended (right) barrels. The bottom of the picture corresponds to the inner radius of the tile
calorimeter. The tile calorimeter is symmetric about the interaction point at the origin.

Figure 5.13: Glued fibre bundle in girder insertion tube (left) and fibre routing (right) for tile-
calorimeter module.

shown in figure 5.13. These tubes are then fixed into the girder plastic rings mentioned above, to
obtain a precise match to the position of the photomultipliers. The tubes and fibres are then cut
and polished inside the girder to give the optical interface to the PMT. This interface requires that
these fibres be physically present at the time of module instrumentation. However, the gap and
crack scintillators described in section 5.5 are mounted only following calorimeter assembly in the
cavern. An optical connector is used, therefore, to couple the light from their readout fibres to the
already glued and polished optical fibres which penetrate the girder.

Quality-control checks have been made at several moments during the instrumentation pro-
cess: during fibre bundling and routing, during fibre gluing, cutting and polishing, during tile-fibre
optical coupling when the tile was excited by either a blue LED or a 137Cs �-source. Tile-fibre pairs
with a response below 75% of the average response of the tile row for the cell under consideration
were repaired in most cases (typically by re-insertion of the plastic channel to improve tile-fibre
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E/p — Event and track selections 

‣ Track isolation requirement 
• No other tracks are allowed within a cone of ∆R < 0.4 of the selected track 

‣ Track-cluster/cell matching 
• Energy deposits associated with a cluster are matched to a track if ∆R < 

0.2 between the cluster/cell and the track (extrapolated to the most 
energetic sampling layer of a cluster) 

‣ Reject background from neutral hadrons and muons and 
ensure that a significant fraction of the total energy is 
deposited in TileCal 
• Track p > 2 GeV and |η | < 1.7 GeV

- Increase fraction of particles depositing significant energy fraction in TileCal) 
• EEM < 1 GeV

- Energy deposited in EM calo compatible with minimum ionizing particle 
• ETile / ETot. > 0.7

- Reject background contamination from muons
DPF2017 @ Fermilab | ATLAS TileCal | Joakim Olsson (UChicago)
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ATLAS Jet Energy Scale (JES) @ 13 TeV

DPF2017 @ Fermilab | ATLAS TileCal | Joakim Olsson (UChicago)

 [GeV]jet

T
p

20 30 210 210×2 310 310×2

M
C

/ 
R

D
a

ta
R

0.8

0.85

0.9

0.95

1

1.05

1.1

    = 0.4, EM+JESR

 

tanti-k

ATLAS
-1 = 13 TeV, 3.2 fbs

−jetγ

Z−jet

Multijet

Total uncertainty
Statistical component

 [GeV]jet

T
p

20 30 40 210 210×2 310 310×2

F
ra

ct
io

n
a

l J
E

S
 u

n
ce

rt
a

in
ty

0

0.02

0.04

0.06

0.08

0.1
ATLAS

in situ = 0.4, EM+JES + R tkanti-
 = 13 TeVsData 2015, 

 = 0.0η
Total uncertainty

 JESin situAbsolute 

 JESin situRelative 
Flav. composition, inclusive jets

Flav. response, inclusive jets

Pile-up, average 2015 conditions

Punch-through, average 2015 conditions

arXiv:1703.09665

https://arxiv.org/abs/1703.09665


32

Tile upgrade milestones

AW CERN June 22, 2017 | Tile Phase-II Upgrade | Joakim Olsson (UChicago)
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Figure 28: Tile Calorimeter mini-drawer.

Figure 29: PMT block and associated components, with 3in1 front-end card.

minimum bias events and from a cesium source (Cs137) calibration capsule that can be moved
through the Tile cells by means of a hydraulic tube system (see Figure 30).604

In the present TileCal system, the digitized data are stored in pipeline buffers on a digitizer
board and only read out if the event is accepted by the Level-1 trigger based on analog sums of605

TileCal trigger towers. The HL-LHC system will require more sophisticated trigger algorithms606

with more detailed data information. All raw data from each PMT will be sent to the off-607

detector electronics for both trigger processing and data acquisition. Each minidrawer system608

will support 12 PMTs and will digitize the fast signals with effective 17 bit dynamic range.
There are also slow integrator ADCs for each PMT.609

Radiation effects will present a challenge for some components of the on-detector elec-
tronics. Figure 31 shows a map of radiation doses in the detector after (1/30)th of the total610

4.1 Overview of On Detector Electronics 29
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4 On Detector Electronics586

4.1 Overview of On Detector Electronics587

The TileCal on-detector electronics will be housed in mechanical structures called minidraw-588

ers. Four minidrawers comprise a superdrawer, and 256 superdrawers consitute the full detec-589

tor in 4 barrels, each having 64 phi wedges. In the current detector the superdrawers consist of590

2 drawers rather than 4 minidrawers, the latter making maintenance easier and achieving bet-591

ter ALARA conformance. Each minidrawer houses up to 12 photomultipliers with front-end592

amplifier/shaper cards, a main board (MB) that receives the PMT signals and routes them593

to the high-speed Daughter Board (DB) that handles all communication with the back-end
electronics. The structure is depicted in Figure 27.594

Figure 27: Tile Calorimeter and on-detector electronics drawers.

The phase-2 system design emphasizes reliability through redundancy and simplicity.
Each minidrawer is independent of the other minidrawers in a superdrawer, apart from the595

linked water cooling lines; there is no daisy-chaining of LV feeds, data, or control signals.596

Each MB is logically divided down the middle to independently handle the +phi and -phi597

PMTs. There is a separate +10V LV feed to each half-MB, diode-ORed to the other half so598

that a single LV feed failure will not affect operation of the full MB. Figure 28 shows the
organization of a minidrawer.599

The PMT block and its components is shown in Figure 29. It consists of a light mixer,
PMT, active HV divider card, and front-end card that amplifies the signals, provides controls600

and charge-injection calibrations. Three alternative front-end cards are under consideration,601

each requiring a unique Main Board design. The three versions have different types of pulse602

shaping and digitization, and final selection will be made on the basis of radiation tolerance,
performance, reliability, and ability to handle pile-up.603

Another function of the front-end system is to integrate and digitize the current from

28 4 On Detector Electronics

33

On-detector electronics

AW CERN June 22, 2017 | Tile Phase-II Upgrade | Joakim Olsson (UChicago)

Tile Cal mini-drawer

On-detector electronics drawers
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Figure 28: Tile Calorimeter mini-drawer.

Figure 29: PMT block and associated components, with 3in1 front-end card.

minimum bias events and from a cesium source (Cs137) calibration capsule that can be moved
through the Tile cells by means of a hydraulic tube system (see Figure 30).604

In the present TileCal system, the digitized data are stored in pipeline buffers on a digitizer
board and only read out if the event is accepted by the Level-1 trigger based on analog sums of605

TileCal trigger towers. The HL-LHC system will require more sophisticated trigger algorithms606

with more detailed data information. All raw data from each PMT will be sent to the off-607

detector electronics for both trigger processing and data acquisition. Each minidrawer system608

will support 12 PMTs and will digitize the fast signals with effective 17 bit dynamic range.
There are also slow integrator ADCs for each PMT.609

Radiation effects will present a challenge for some components of the on-detector elec-
tronics. Figure 31 shows a map of radiation doses in the detector after (1/30)th of the total610

4.1 Overview of On Detector Electronics 29

PMT with 3-in-1 card
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Demonstrator mini-drawer

AW CERN June 22, 2017 | Tile Phase-II Upgrade | Joakim Olsson (UChicago)

Demonstrator Mini-Drawer 

14 June 2017 3in1 Status/Tile Week review 12 

‣ Super-drawer demonstrator is composed of 4 mini-drawers, 
each one containing 

• 12 front-end boards: 1 out of 3 different options 
• 1 main-board: for the corresponding FEB option 
• 1 daughter board: single design 
• 1 HV regulation board: 1 out of 2 different options 
• 1 adder base board + 3 adder cards: for hybrid demonstrator
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Current drawers vs. new mini-drawers

AW CERN June 22, 2017 | Tile Phase-II Upgrade | Joakim Olsson (UChicago)
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Figure 6: (left) Fraction of non operational cells (masked) and channels in the detector as a function of
time. The status in September 2016 is noted. (right) Representation of the masked cells in hf.

Figure 7: Organization of the readout electronics in the current super-drawer.

Weaknesses of the current system The experience gained during the operation of the detec-239

tor in Run 1 and 2 provides valuable information how to improve the reliability and in case240

of failures to limit the impact of these on the quality of the data. Figure 6 (left) shows the241

fraction of non-operational cells and channels in the detector (masked) as a function of time242

starting from December 2010. The recent detector status corresponding to September 2016 is243

noted. The hatched area represents the maintenance periods during the EYTS an LS1. The
total number of cells, including gap, crack, and minimum bias trigger scintillators, is 5198.244

In the current detector (see Figure 7) the super-drawer is the basic readout unit and is
serviced with independent data link, TTC link, power lines, cooling and monitoring services.245

The most important failures observed during the Run 1 were typically due to power dis-246

tribution and affected one super-drawer at the time and resulted in having a blind spot in247

the detector of about 24 cells aligned in a 0.7⇥ 0.1 in Dh ⇥ Df region as shown in the Fig-248

ure. 6(right). To limit the impact of such failures, the Phase-II system will be partitioned in
smaller independent read out units.249

Figure 8 shows the overall structure of the new super-drawer made now of 4 independent
read out elements, the mini-drawers. Each mini-drawer houses 12 PMTs and FE boards and250

all the corresponding service boards, as will be described in Chapter 4, reading out six calo-251

rimeter cells. The mini-drawer is logically split (redundancy line) into two independent sides252

with independent power, data links, and monitoring services on each side. In this scheme253
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Figure 8: Organization of the readout electronics in four independent mini-drawers.

each cell is read out by two independent PMTs with power, services and data links that are254

fully redundant all the way to the back end electronics. This reduces the impact of the an-255

alyzed failure considerably. This could vary from the worst case scenario of one eighth of256

the area affected as compared to the current system to basically no failure at all since the257

redundant power distribution scheme that will be described in Chapter 5. Other significant258

failures occurred in the interconnection between boards. The current electronics is organized259

in different boards and mezzanines that are stacked together. The reliability of the mechanical260

and electrical interconnections over the 3m long module is certainly a weakness. The Stacking261

of boards and all interconnections due to partitioning of the functionality in mezzanine cards
needs to be avoided as much as possible to improve the long term reliability.262

Ageing Of course the ageing of the current electronics is also an issue. The current electron-
ics was build around the year 2000.263

2.3 Optics robustness264

Since it is not foreseen, at the moment, to change the iron absorbers, the sampling elements265

(scintillating tiles) and the readout optical system, an accurate study of the ageing of the active266

tiles, of the WLS fibers and of the readout PMTs has to be done by analyzing the evolution with267

time of the performance of these active elements during normal Tile operation. During LHC268

particle collisions, Tile parts are irradiated and receive different doses depending on their269

radial and longitudinal distance from the interaction point and on the amount of material
located between the interaction point and the Tile elements.270

From the irradiation map presented in Figure 13, one can estimate that there is a factor
about 1000 in terms of integrated dose per year between the less irradiated Tile cells in layers271

D and the most irradiated cell type (A13) of the inner layer A of the extended barrel. The272

Tile “E-cells” form a scintillator ring, placed in the gap between calorimeters sections. These273

special cells are readout with the same PMTs used for the Tile cells and the innermost cells274

E4 receive about 10 times more radiation than cells A13. E4-cells can be used to extrapolate275

with the LHC Run 2 data (300 fb�1 total integrated luminosity) the scintillation damage and276

the PMT response drifts associated to the most irradiated Tile cells in the harsh conditions of
HL-LHC (3000 fb�1)277

Studies of the robustness of the optics are performed by using parts of the calibration
system used in Tile to monitor and calibrate the global detector response. A general scheme278

2.3 Optics robustness 9

Current organization of electronics in two drawers

Upgrade: organization of electronics in four mini-drawers
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Front-end electronics options
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‣ Upgraded 3-in-1 
• Shaped pulse (50 ns FWHM) 
• 17 bit dynamic range in two gain ranges (12 bit ADC) 
• Discrete components, lower electronics noise than present system 
• Advantages: proven technology, compatible with legacy system and current 

analog TileCal trigger (demonstrator can be installed before HL-LHC) 
‣ QIE (Charge Integrator and Encoder) 

• 25 ns gated integrator with amplitude threshold time measurement 
• ASIC, dynamic range achieved through 4 non-linear gain ranges 
• Advantages: proven radiation hard technology, has been used in many other 

experiments (including CMS and CDF) 

‣ FATALIC (Front-end ATlAs tiLe Integrated Circuit) 
• Shaped pulse (45 ns FWHM) 
• ASIC, dynamic range achieved in three gain ranges 
• Advantages: fewer components, potential for higher radiation tolerance

A decision was recently made to proceed with the upgraded 3-in-1
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Schematic of 3-in-1 front-end board
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3in1 Functional Diagram 

14 June 2017 3in1 Status/Tile Week review 4 
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Schematic of the QIE front-end board
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11 

� The PMT current is integrated in a bank of 
capacitors.  

� The capacitors are time-multiplexed for 
deadtimeless operation at 40 MHz. 

� The current splitter is used to achieve the 
required dynamic range (>17 bits). 

� The QIE12 ASIC is designed to be radiation 
tolerant and tailored for TileCal. 

� All the signal processing (integration and 
digitization) is done in the front-end boards. 

� QIE main boards have mostly point-to-point 
signal connections and power distribution.   
 

3: The QIE signal processing 

QIE12 
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‣ The PMT current is integrated in a bank of capacitors 
‣ The capacitors are time-multiplexed for deadtimeless operation at 40 MHz 
‣ The current splitter is used to achieve the required dynamic range of > 17 bits 
‣ The QIE12 ASIC is designed to be radiation tolerant and tailored for TileCal
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Schematic of the FATALIC front-end board
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ATLAS TileCal Week

FATALIC Readout Overview

3

Motivation

Schematic of FATALIC

Fast

Slow

Currently Main board with 4 FPGA,  3 channels/FPGA + Daughter Board.

However, FATALIC does not need FPGA on the MainBoard.

ADCs ADCs

Very Front-End

Main Board

3-in-1

FATALIC

QIE

‣ ASIC that includes all the reconstruction elements 
‣ Optimal energy resolution with 3 gains (x64, x8, x1) + dynamic gain switch 
‣ Currently a Main Board with 4 FPGAs, 3 channels/FPGA + Daughter Board



40

Test beam results: 165 GeV muons

DPF2017 @ Fermilab | ATLAS TileCal | Joakim Olsson (UChicago)

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ApprovedPlotsTileTestBeamResults
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TilePPr: schematic
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Source: ATLAS-TILECAL-PROC-2015-025

The TileCal PreProcessor module
The final TilePPr board must be compliant with the ATCA standard which has been selected by ATLAS as the modular
electronics standard for Phase-II upgrade (Figure 5). A total of 32 PPr modules will be needed to operate the complete
TileCal detector. They will be installed in four ATCA chassis thus maintaining the current back-end structure (Table 1).

Each TilePPR module has to process the data of up to 8 consecutive TileCal modules (432 PMT channels) thus
keeping the (1:8) ROD to module ratio as in the legacy system. The bi-directional communication with the on-detector
electronics will use high speed parallel optics devices. The MainFPGAs will implement the communication protocols
with the detector electronics and with the FELIX Global DAQ system. In addition, they will store the data samples in
pipeline memories as described in the previous sections.

A second FPGA, located in the Trigger and DAQ interface (TDAQi) rear transition board, will process and
transmit the data to the Level 0 calorimeter and muon trigger systems through dedicated parallel optics connections.
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FIGURE 5. Block diagram of the TileCal PPr module for the Phase-II upgrade.
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TilePPr: production
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Source: ATLAS-TILECAL-PROC-2015-025

TABLE 1. The TileCal read-out system in the present and Phase-II upgrade architec-
tures.

Up Link only Present Upgrade
Total Bandwidth 200 Gbps 80 Tbps
Number of fibers 256 8192
Fiber bandwidth 800 Mbps 9,6 Gbps
Number of modules 32 32
Number of crates 4 (VME) 4 (ATCA)
Input bandwidth per board 6,4 Gbps 2,5 Tbps
Out bandwidth to DAQ per module 3,2 Gbps 40 Gbps
Out bandwidth to trigger per module Analog front-end 500 Gbps

The PreProcessor demonstrator board

TileCal has built a demonstrator prototype to evaluate the new electronics and the proposed read-out architecture for
Phase-II upgrade [6]. The demonstrator will be evaluated in various test-beam campaigns during 2015-2016 and it
will be inserted in the ATLAS detector for data taking at the end of 2016. A PPr prototype has been designed to
operate one TileCal demonstrator module which represents 1/8 of the final PPr module (Figure 4). Four QSFP optical
modules provide the interface with the front-end electronics. The links data are managed from a Virtex7 MainFPGA
which implements the communication protocol (GBT) with the front-end, packs and unpacks the data and commands,
stores the detector in pipelines memories, receives and decodes legacy TTC information and provides communication
with the old ROD system. A second Kintex7 PPrFPGA pre-process and transmits the data to the trigger system
through a Parallel Optical Device (POD). The board has a standard double-mid size AMC format and can be operated
in an ATCA/uATCA framework which provides power and ethernet communication with both FPGAs for control and
monitoring purposes. Power and RJ45 ethernet connectors are included to operate the module in standalone mode.
The first three modules have been produced and are fully operative.

FIGURE 4. Picture of the TilePPr prototype for the TileCal demonstrator project.TilePPr production 

‣ 6 working TilePPr prototypes 
• 4 TilePPrs at Valencia laboratories 
• 2 TilePPrs at the TestBeam area: 

One for 3-in-1 demonstrator and a 
shared one for QIE and FATALIC 

‣ 2 newly assembled TilePPrs 
are undergoing testing 

‣ Plan to assemble 2 more 
TilePPrs 
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Low voltage power supplies 

AW CERN June 22, 2017 | Tile Phase-II Upgrade | Joakim Olsson (UChicago)

Low voltage power supplies 

� The power distribution scheme is 
revised for the HL-LHC upgrade. 

� Redundancy is increased. 
� The power supplies produce +10V and 

the other voltages are derived in situ on 
the main boards and daughter boards. 

� Used for test beam evaluation. 

15 

‣ Moved to single 10 V feeder supplies; 
local point of load regulators on  
Main Board and Daughter Board 

‣ High level of redundancy 
‣ Evaluated during test beams 

Low voltage power supplies 

� The power distribution scheme is 
revised for the HL-LHC upgrade. 

� Redundancy is increased. 
� The power supplies produce +10V and 

the other voltages are derived in situ on 
the main boards and daughter boards. 

� Used for test beam evaluation. 

15 
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High voltage distribution systems
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‣ Two options under consideration; local and remote high voltage 
‣ The local system (HV_opto)  uses existing cables to derive the voltages specific for each PMT on detector 

• A small number of channels are subject to ~1 SEU per year 
‣ The remote system (HV_remote) is contingent on the availability of space for cables in the flexible chains  

• Baseline: Investigating having cables with 48 pairs in the Barrel and 32 pairs in the Extended Barrel (256 cables in total) 
• Radiation is not an issue

HV distribution systems 

� HV_opto uses existing cables to 
derive the voltages specific for 
each PMT on detector. 

� Small number of channels are 
subject to ~1 SEU per year. All the 
safely factors are included. The 
SUE’s are correctable. 

� HV_remote requires new 1024 
120m-long 12-channel cables. 

� Radiation is not an issue. 

16 

� We have designed two systems for distributing high voltage to the PMTs. 

HV distribution systems 

� HV_opto uses existing cables to 
derive the voltages specific for 
each PMT on detector. 

� Small number of channels are 
subject to ~1 SEU per year. All the 
safely factors are included. The 
SUE’s are correctable. 

� HV_remote requires new 1024 
120m-long 12-channel cables. 

� Radiation is not an issue. 

16 

� We have designed two systems for distributing high voltage to the PMTs. 

Local (HV_opto) Remote (HV_remote)
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Readout and trigger architecture
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Source: ATLAS-TILECAL-PROC-2015-025

FIGURE 2. Sketch of the TileCal Phase-II upgrade read-out electronics.

TILECAL UPGRADE READ-OUT AND TRIGGER STRATEGY

The HL-LHC will imply an increase in the average luminosity 5-7 times the nominal Run-2 value. In order to cope
with this high luminosity levels, a new trigger strategy will be adopted (Figure 3). The first level trigger system,
namely Level 0 in Phase-II, will receive digital trigger information from the calorimeters with improved granularity
and longitudinal segmentation. The PMT signals will be digitized and transmitted to the TilePPr for every bunch
crossing at 40 MHz. The PMT data will be processed to provide calibrated energy associated to correct bunch cross-
ing [3]. Dedicated optical links to each calorimeter trigger feature extractor subsystem will allow the transmission of
di↵erent information depending on their requirements. For instance, it will be possible to use di↵erent energy preci-
sion, granularity and longitudinal segmentation for each subsystem. In addition, the TilePPr will provide processed
trigger data to the muon trigger system similar to the present analog trigger read-out [4].

In parallel to the trigger data processing, the TilePPr will store the data samples in pipeline memories awaiting
for the Level 0 acceptance signal. Then, two di↵erent approaches are being evaluated; first, upon the reception of the
Level 0 acceptance signal, the samples corresponding to the selected event would be transferred to the Front-End Link
eXchange (FELIX) module within the general ATLAS data acquisition (DAQ) system, which would provide trigger
information to the Level 1 trigger system. The second option is to transmit the data to the Level 1 trigger system from
the TilePPr which will send then the data to the general DAQ for events selected by the Level 1 trigger system. In the
baseline the maximum trigger rate for the Level 0 trigger will be 1 MHz and 500 kHz for the Level 1.

The FELIX is the interface between the TilePPr and the ATLAS global DAQ system [5]. The TilePPr will transmit
detector-data, monitoring, detector control and calibration data to the FELIX which forwards the data to a network.
In the other direction the FELIX will send the Trigger, Timing and Control (TTC) information and detector control
commands to the TilePPr.

detector 
~10,000 PMTs 

data@40 MHz 
80 Tbps 

Trigger 
LevelO/1 

FELIX 
Global DAQ 

data- 1 MHz 
1,28 Tbps 

TTC – DCS 
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FIGURE 3. Diagram of the TileCal read-out architecture for ATLAS Upgrade Phase-II.
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2 Motivations for the Upgrade168

2.1 Requirements for the HL-LHC169

The Phase-II upgrades will prepare the ATLAS experiment for the HL-LHC which is planned170

to deliver ten times the integrated luminosity (3000 fb�1) of LHC Runs 1-3 combined. To171

achieve such integrated luminosity in a reasonable amount of time, an instantaneous luminos-172

ity of 7.5 ⇥ 1034 cm�2s�1 needs to be achieved, 7.5 times that of the initial design luminosity173

and 2.5 times the peak luminosity expected by the end of Run 3. The large luminosity offers174

the opportunity for a wealth of physics measurements, but presents significant challenges to175

the detector and to the trigger and data acquisition (TDAQ) systems in the form of increased
trigger rates and detector occupancy.176

2.1.1 Readout and trigger architecture177

Trigger The Trigger and Data Acquisition architectures for the ATLAS Phase-II upgrade178

is not fully defined yet. There are basically two scenarios for the hardware trigger system179

currently under consideration. A single and a two level trigger systems. Fig-3 represents a180

high-level description of the second architectures under consideration. More details can be
found in TDAQ IDR [2.1].181

Figure 3: High-level description of the trigger and readout architecture in the dual Level-0/Level-1
trigger system scheme.

From the TileCal system perspective the two schemes are not drastically different and we
can adapt easily the design of our interfaces to either of them. In our discussion here we will182

concentrate to the main common aspects of these schemes and neglect differences and details
leaving them to a dedicated chapter 6.183

The maximum Level-0 trigger rate will be of about 1 MHz and the scheme foreseen to
save data on disk at about 10 kHz. The TDAQ architecture foresee a fully digital calorimeter184

trigger system with higher granularity and precision compared to the current system. In the185

current scheme the Calorimeter trigger (L1Calo) uses analog signals corresponding to pseudo-
projective towers of 0.1⇥0.1 in Dh ⇥ Df.186

4 2 Motivations for the Upgrade
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Readout and trigger architecture
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High-level description of the dual Level-0/Level-1 trigger system 
scheme (single level trigger system also under consideration)

Source: Tile Phase-II IDR

https://cds.cern.ch/record/2237711/files/ATL-COM-TILECAL-2016-054.pdf
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Level-0 trigger rate ~1 MHz
Level-0 latency ~10 µs

Data rate to L0Calo and L0Muon 40 MHz
Latency data to L0Calo and L0Muon ~1.5 µs

Data rate to the FELIX 1 MHz-400 kHz
Latency data to FELIX ~60 µs

Table 1: Main trigger and readout parameters of the ATLAS Phase-II upgrade.

Up Link only Present Upgrade
Total Available Bandwidth 200 Gbps 80 Tbps
Number of fibers 256 8192
Fiber bandwidth 800 Mbps 9,6 Gbps
Number of modules 32 32
Number of crates 4 (VME) 4 (ATCA)
Input bandwidth per board 6,4 Gbps 2,5 Tbps
Out bandwidth to DAQ per module 3,2 Gbps 40 Gbps
Out bandwidth to trigger per module Analog front-end ~500 Gbps

Table 2: The TileCal readout system in the present and Phase-II upgrade architectures. Bandwidth refer
to available bandwidth in the link.

For the TileCal these are built summing up PMTs signals using, the so called, "Adder
Cards" mounted on the detector. The inputs to the Adder Cards are roughly adjusted in time187

using delay lines but not calibrated to take into account the different gain in the electronic of188

different channels. The Adder outputs are then sent off-detector to the Trigger Pre-Processor189

system using 70 to 90 m long cables. The signals have typical electronic noise RMS of about
0.5 GeV.190

In the Phase-II design this analog system will be abandoned and all info from the Tile cells
will be sent to the trigger system at 40 MHz and with a maximum latency of about 1.5 µs.191

This requires a considerable increase in the system data bandwidth as shown in the Table 2.
In the current system 256 optical links are used (plus other 256 for redundancy/backup ) with192

a bandwidth of 640 Mbps for each link. The new scheme requires 4096 optical links (plus
further 4096 for redundancy) with a bandwidth of 10 Gbps per link.193

The trigger system will have access to the digital information from each calorimeter cell
with low level of electronic noise, and calibrated with full precision. Precision and noise194

characteristics similar to the current offline information will improve the trigger selectivity as
it will be shown in the next chapter.195

In the current system data pipelines are on the detector and the trigger accept signals
formed in the trigger system have to be sent again back to the detector. This transmission196

delay amounts to about half of the current first level trigger latency of 2.5 µs The total ATLAS197

Level-0 trigger latency in Phase-II will be increased in order to cope with the increased pileup198

maintaining the Level-0 trigger at a reasonable rate and without degrading the efficiency. The199

PPr system, including the pipeline buffers, will be placed closer to the trigger system to reduce200

the latency due to signal propagation delay. Table 3 summarizes the total latency of the TileCal201

signals to arrive to the Level-0 system. The propagation of detector signals to off-detector is202

similar to the current system but the transmission of the Level-0/Level-1 acceptance signals

2.1 Requirements for the HL-LHC 5

Source: Tile Phase-II IDR

https://cds.cern.ch/record/2237711/files/ATL-COM-TILECAL-2016-054.pdf

